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Abstract

A systematic approach for the dynamic optimization problem statement to improve the dynamic optimality in electrochemical reactors is
presented in this paper. The formulation takes an account of the diffusion phenomenon in the electrode/electrolyte interface. To demonstrate tt
present methodology, the optimal time-varying electrode potential for a coupled chemical-electrochemical reaction scheme, that maximize
the production of the desired product in a batch electrochemical reactor with/without recirculation are determined. The dynamic optimization
problem statement, based upon this approach, is a nonlinear differential algebraic system, and its solution provides information about th
optimal policy. Optimal control policy at different conditions is evaluated using the best-known Pontryagin’s maximum principle. The two-
point boundary value problem resulting from the application of the maximum principle is then solved using the control vector iteration
technique. These optimal time-varying profiles of electrode potential are then compared to the best uniform operation through the relative
improvements of the performance index. The application of the proposed approach to two electrochemical systems, described by ordinar
differential equations, shows that the existing electrochemical process control strategy could be improved considerably when the propose
method is incorporated.
© 2005 Elsevier Ltd. All rights reserved.
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1. Introduction the dynamic nature of electrochemical reactor engineering
problems. The previous contributions to the literature in this
The quest for optimal design and control of electrochemi- area were sparse also; they are all focused on formulating and
cal process plant has attracted much attention in recent yearsfinding the solution for optimal control input trajectories in
Optimal-control theory has been introduced several years agoa batch electrochemical reactor without electrolyte recircu-
to calculate the dynamic temperature-control strategies for lation.
chemical reactors to enhance reaction selectjliyd], but Bakshi and FedkiwW4] first determined the time-varying
it has not been extensively applied to electrochemical reac-electrode potential that maximizes the desired product pro-
tors, although static optimization of electrochemical reactors duced from a coupled, chemical—electrochemical reaction se-
is a well-discussed topic. The traditional operating modes quence occurring in awell-mixed batch reactor for a specified
of electrochemical reactor with constant voltage or constant reaction time. Fournier et db] presented a methodology of
current are not always the best in a globally competitive elec- dynamic optimization and optimal control of a batch elec-
trochemical industry; emphasis must be placed to understandrochemical reactor, where a series of two electrochemical
reactions occurs. The sensitivity analysis of the optimiza-
* Corresponding author. Tel.: +91 4565 227550; fax: +91 4565 227779. tion criterion and the main important steps that are worth
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the same problem statement and proposed a control vec2. Mathematical analysis

tor parameterization approach using the Karhunegvko

expansion. Calculus of variations, coupled with maximum principle,
The assumption of steady-state approximation for the is used to calculate the optimal time-varying potential profile.

surface concentrations change with potential variation needIn general, a controlled dynamic optimization process can be

not be true. The rate of change of surface concentrationdescribed by a set of ordinary differential equations.

of the reactant shows a peak during the batch time; this

peak is important to achieve the desired conditions at the* = f(x(2), u(r)) 1)

end of batch process. This actuality can be evidenced by

performing the computation, taking in a step simultane-

ous variation of the rates of change of both surface con-

centration and the concentration in the bulk solution. This : i ;
assumed to be continuous, with respect to the set of variables

effect plays an important role in many electrolytic cells . . . .
[7,8], such as plating and electrochemical synthesis. Some-* andu, and continuously differentiable with respect to the
iy state variables for the given controk(r) in the specified

times, the concentrations of the reactive species at the; > .
surface itself need to be maintained at specified condi- interval 0< ¢ < #. The initial values of the state variables are:
tions, as in the case of porous electrodes. Thus, conceptx(o) = xo @)

of taking into account, the surface concentration varia-

tion for computing optimal control policy, will provide  Solution of the system Eq1) is uniquely defined. Now, the
new insight into the electrochemical power sources that in- variational problem of interest is, for instance, to maximize
cludes fuel cells and super capacitors. This paper furtheran integral functional:

examines the effect of electrolyte recirculation through a

continuous stirred tank reactor on optimal electrode po- Jo = Jo[x(#)] (3)
tential profile. Scott[9] originally proposed the theoret- ) )

ical basis of the method. More recently, Jayaraman and Subject to the constraints Eqfl) and (2) For example,
Basha[10] applied the method for electrochemical reac- Jo=Cb(#) or in dimensionless fornio = x7(1) for the batch

tion modeling in batch electrochemical reactors with/without Féactor without recirculation; her&p(#) is the final con-
recirculation. centration of the desired compound. Similarly, for batch reac-

The calculus of variation-based optimal control method tOr with electrolyte recirculationp = x11(1). The constrained
[11-13]has been applied to determine extrema of the func- OPtimization problem (Eqg1)~(3)) can be transformed into
tionals. The newer techniques are variations on an old theme;2 NOn-constrained optimization problem by defining an aug-
the variations can be appreciated much more if the themeMented performance index:
is recalled. The continuous-parameterized technjgdgis g on
the one where a polynomial form approximates the optimal ; — , + / > yil—xi+ filx(0), u(®))] dr 4)
control profile, and the state vector is treated as continuous. 03
The most frequently reported approximation continues on
using zeroth-order spline functions to approximate the con- Wherey;’s are the Lagrange multipliers—they are determined
trol profiles. In parameterised—parameterized techriithle ~ OPtimally by the computational method used. The resulting
polynomial forms approximately both the state and control Problem (Eq(4)) is then a standard unconstrained optimiza-
variables. Here, accurate approximations are obtained by thelion problem, whose solution, if it exists, satisfies the fol-
use of weighted residual methods, such as orthogonal col-lowing differential-algebraic systefi6]. At this stage, it is
location. These approaches have advantage of easy imp|eC0nvenient to introduce a new functiéhcalled ‘Hamilto-
mentation by making use of existing parametric optimiza- nian’ which is defined as:

wherex is a vector of state variables ands a vector of con-
trol or decision variables. The functiofisare known for any
values of the vector variables= X andu € U, and are further

tion techniques. One of the practical disadvantages of these n
two kinds of techniques is that the trial functions are chosen H =" y; fi(x(1), u(t)) (5)
on a priority, based on one’s experience, and are arbitrary i=1

to a large extent. One of the adverse effects of the arbitrari- . . _
ness is that, many terms or coefficients may be necessary td"ith the help offf, we can write the system equations as:
represent the control profile to an acceptable accuracy. The oH

calculus of variation is a continuous-continuous technique, * = 5 x(0) = xo,

where both the state and the control solutions are continu-

ous, which can obviously lead to the exact optimal solution . oH aJo

for the given problem. This solution is, however, obtained ¥ = ~ 3" vin) = [ﬁ]” ©6)

at the expense of a long computational time, but it is not an
issue for the latest high-speed computation processing tech-ﬁ —0
nology. ou



202 B. Vijayasekaran, C.A. Basha / Electrochimica Acta 51 (2005) 200-207

be operated in two modes, either without electrolyte recir-
culation or with the recirculation of electrolyte to enhance

Optimal control profiles under different conditions are de- mass transport processes. For the cases of both with and
termined by using Matlab. It can be seen that the boundary without electrolyte recirculation through a continuous stirred
conditions of the state and adjoint variables are split. This is tank reactor, the reaction scheme is studied. The E, C-E
called a two-point boundary value problem and is not easy to reaction sequence A~81—C¢D, | —EU [18] is sim-
solve analytically. This necessitates numerical procedures ifilar to that for the reduction of nitrobenzene (A) to the de-
all of the system equations are to be integrated in the samesired producp-aminophenol (D) and the undesired product
direction, either forward or backward in time. The following aniline (U) through the intermediate phenylhydroxylamine
computational scheme is therefore followed to calculate the (1).
optimal profiles:

3. Computational scheme

Simplifying assumptions are made about the transport and
kinetic processes to reduce computational effort while still
capturing the essential phenomena. In this manner, the prob-
lem statement focused on the improvements resulting from
application of the optimal-potential control. The important
assumptions in the analysis are as follows: (a) reactor op-
eration is in the steady state, and hence, start-up criteria

(i) Assume an initial control policy(r) =u°(f) over the
specified interval, & 7 < f.

(i) Integrate the system (EqL)) forward in time from: =0
to r=#, using the initial value problem solveie45,
sincex(0) =xg is known from Eq(2).

(iif) Now with the computed trajectory(z), integrate the ad-
joint Eg. (6) backward in time frony=# to r=0, us-
ing the boundary value problem solemp4c, asy(t)
is known from Eq.(6). To improve the solver per-

have been satisfied; (b) all the reaction steps have a first-
order concentration dependency; (c) the reactor is well-mixed
with mass-transfer resistance occurring by material diffusion
through a Nernst diffusion layer, as quantified with a mass-

formance needed for some cases, default integrationyansfer coefficient; (d) the capacitance of the double layer is

properties in the solver are altered using the function pegigible and the current distribution is uniform; and (e) con-

. bvpset. ' . ) ] stant volume conditions prevail and isothermal operation ap-
(iv) Computeg'(s) from the following equation and obtain  pjies. Taking into account the dynamic concentration changes
an improved control vectar**(z). at the electrode surface, the component material balances
are:
g = 2 :
ou (1) acy

u ) = ' () + eg' (1) dr

S

C
—A = kmya(CR — C3) — kyga e /ECS

= —km,a(CR — CR)

(v) Repeat steps (ii) and (i), unglz) becomes sufficiently
small in which case(r) converges to the optimal con- X
- - i dC
;rizln[iaf(i)(i:r)]/tand further improvement isiwould not be - L — e a(C5 — CP) — kaCP
. . . dC‘IS S b —a1 fE S —ap fE ~s
Stated in more specific terms, the method involves a suc- —;~ = —kma(Cy — C7) + ky,a € 5C, — kopa €772/5C (8)

cessive approximation in the control domain, utilizing the .
gradient to compute a new control function in each iteration. acy _ ke, a(CS) — CB)
When the control policy reaches the neighborhood of the op- dr

timal policy, the progress slows down duestbeing a small acy ka(CS — C°) + kg &2 /ECS
constant. Therefore, it is better to use varyindeeping it A !
small in the beginning and gradually increasing it as the con- dcs X
trol policy is modified in each iteration. o = k€

Here, CP is the bulk concentration of the specig<$, is

the concentration at the electrode surface, which differs form
the bulk concentratiod®, because of the presence of mass-
transfer resistancem, is the mass-transfer coefficient of

The complex reaction scheme used to describe the presentPeCies: /= FIRT, « is the transfer coefficient, andis the
approach are coupled chemical—electrochemical reaction tak-SPecific electrode area. The performance index associated
ing place in a batch electrochemical reactor; here the reac-With this reactor—reaction system is:
tant A is electrochemically reduced to a stable intermediate, JolE(®)] = Cp(#) 9)

I, which itself is a reactant for two competing parallel reac-

tions: a homogeneous chemical decomposition to the desired The objective is to determine the time-varying electrode
product D, or a further electrochemical reduction to an un- potential that maximizes th€p(z), the concentration of the
desired product U. Batch electrochemical rea¢iaf] can desired product at the end of the specified batch peyidd

4. Batch electrochemical reactor without electrolyte
recirculation
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a more general sense, we want to determine the cafifrpl functionF.
which maximize the functional[E(f)], where E(f) is some

: ) : - X y1 = kit —
function of potential. Eq(8) can be written in dimensionless V1= km, (71 = 72)

form as: v2 = (kmy +kDv2 — ki v1 — kiva

X1 = —kf, (x1 — x2) v3 = ki (v3 — va) + k5(y3 — v7)

X2 = ki, (x1 — x2) — Kjx2 va = k3(va — ve) + ki, (va — v3) (15)
k3 = kip, (x4 — x3) — kjx3 ¥5 = ki, (v5 — v6)

X4 = —kiy (xa — x3) + kjx2 — k3xa (10) v6 = ki, (v6 — ¥5)

x5 = kpy, (x6 — x5) y7=0

X6 = —km, (x6 — x5) + k3x4

E@t) = (16)

|:Ollk10x2(V4 — )/2)]
(ar —a2)f | azkoyxa(ya — ve)

Thus, the system (E@8)) is already given. The adjoint Eq.
where x = C/C%; is the dimensionless concentration of (15)is derived. The Hamiltonian and the boundary conditions

X7 = k;xg

species, ki = ak;ts fori=1or 2,k3 = katt, ki, = akmtf is for the system are:

the dimensionless mass-transfer coefficient of spégcies= . . .
dx; /dr* is the dimensionless reaction velocity, afie 1/t is H = y1[ =k, (x1 = x2)] + yalkm, (x1 — x2) — k1x7]
the dimensionless time. Only reactant A is present initially, + yalkpy, (xa — x3) — K3x3] + yal—kjy, (xa — x3)

which results in the initial conditions: . . .
+ kyx2 — kzx4] + ys[km, (x6 — x5)]

x1(0) = 1.0, xi(0)=0, wherei=2,3, ...,7 + ye[_k?jnu (x6 — x5) + k§x4] + w[k;xg] (17)

(11) The boundary conditions for the adjoint equations are ob-

tained at = by applying the second of system K6), giv-
ing y7(#s) = 1.0 and othey’s equal to zero. The dimensionless
form of the boundary conditions can be written as:

To restrict the number of variables to be optimized, the
electrode potential is a priori mentioned between the lower
and upper bounds.

y;(1)=0, wherei=1,...,6 and y7(1)=1.0 (18)
Emin < E(t) < Emax (12)
Now, starting with an initial guess of the assumed vec-

Introducing the seven Lagrange multiplier functions, one torized electrode potential, the iterative procedure as out-
for each of the system equations, the unconstrained maxi-lined in Sectior8 has been followed. The physical data used
mization function can be written as: for the computation are as follows} = 1074, k5 = 1072,

yi(=x1 — ki, (x1 — x2)) + ya(—x2 + kg, (x1 — x2) — ki x2)
| +ya(—x3 + km (xa — x3) — k3x3)
J=xo(1)+ f _ _ dt (13)
0 | +ya(—xa— k;';]l (x4 — x3) + kaz — k§X4) + ys5(—x5 + k?;lu (x6 — x5))

+v6(—x6 — ki, (x6 — x5) + k3x4) + y7(—X7 + k}x3)

It should be noted that the multipliers are analogous to
the impulse functions in the maximum principle. The
Euler-Lagrange equation is expressed as:

k3 =10, 01=0.693,22=0.398, 71 =104.58,7,=167.33,
1 =3600S Emin=—1.0V, Emax=1.0V,f=38.68 V1.

The converged state trajectories, as well as the control
d 9F oF . profile obtained, are shown in Figka and?, respectively. To
Ea_-xi - a_xl =0, i=1...,n (14) illustrate the effect of mass-transfer resistance on the optimal-

potential profile km, is varied in the range of 1-2@mh1.

wheren represents the number of dependent variables andTo show the importance and need of dynamic optimisation,
F represents the integrand function. The multiplier rule can the resultant concentration profiles over the batch period for
now be obtained by applying the Euler—Lagrange equation the best steady-potential control is also giveRig. 2b. The
to Eqg.(13)for the seven state variables and one control vari- best steady potential was found by numerically solving the
able E(r) by considering the integrand in the equation as material balance equations for potentials differing by 0.001 V
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Fig. 1. Optimal control policy obtained for the E-C, E reaction sequence

taking place in: (a) batch electrochemical reactor; (b) batch with electrolyte ®
recirculation processes#) km =10000cm s, (M) km=1000cms?, (a) 00 0.2 0.4 0.6 08 10

_ 1 _ 1
km=100cms"™, (®) km=1cms ™. (b} Demensionless Time, Ut ¢

Trom 1to-1V and locating tha’F CorreSpondm_g to the m.ax- Fig. 2. Dimensionless concentration profiles obtained during the batch pe-
imum xp(#r). The extent of the improvement in production  riog on applying the (a) best steady potential, and (b) optimal time-varying
above the best steady control will, however, depend upon thepotential in batch electrochemical reactor.

values ofk;".

There are considerable differences in the optimal control significant; emphasize need for different operating modes of
policies between the steady-state and unsteady-state problemeactor. Thus, for batch operation where the chemical reaction
statement. Performance indices resulting from the presentstep is desired, the real benefits of using the optimal control
approach are exact than the earlier studies on optimal con-theory can be realized by the use of electrolyte recirculation
trol of batch electrochemical reactor due to the incorpora- through a stirred tank chemical reactor.
tion of concentration dynamics. This improvement points In the simulation process, it is observed that when the
out two major results. First, for some operating conditions value ofkm is higher than 1®cmh1, all the fourteen dif-

(km < 10°cm h 1), the same performance index is achieved ferential equations become numerically unstable. Therefore,
with both operating modes of batch electrochemical reactor, it becomes difficult to solve those ODEs for the entire span
i.e. static and dynamic. It is then not necessary to operate atof batch process time. Moreover, the solutions obtained from
optimal transient control profiles in that case. Under some the ODEs violate the conservation of mass even nearer the
other operating conditions, howeve,(> 10°cm h™1), the higher limit of ky,. To overcome these difficulties, the default
improvements rise up when the optimal control policy is ac- integration properties of the ODESs solver performance are in-
counted. But this improvement (maximum of 15%) is not creased. The biggest startup cost occurs as the solver attempts
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to find a step-size appropriate to the scale of the problem. TheOnly reactant A is present at 0, which results in the initial
solvers for stiff problems are suggested with initial step-size conditions:

using the functiodesez. Initial step sets an upper bound on ]

the magnitude of the first step-size the solver tries. Though, *1(0) =10, xi(0)=0. wherei =23, ....11

use of this option will slow down the computation in most (21)

cases, it is necessary for ODE systems which are stiff. ) o
Introducing the Lagrange multipliers, the problem can be

transformed as an unconstrained optimization problem. Us-
5. Batch electrochemical reactor with circulation ing the Euler-Lagrange equation, the multipliers can be ex-
through a stirred tank reactor pressed as:
. o . y1=TiV1— 1573
The previous analysis is limited with respect to the re- y l:/ *2)/ . .
duction in overall rate due to mass-transport restrictions. An ¥2 = (kmy T K1) v2 — kmav3 —kivs
ove_rall view of th_e physicochemical phenomena is t_hat ofa j; = (kion + T3)v3 — ki vz — Tint
series of events, i.e. mass transport—electrode reaction—-mass . . .
transport. The use of electrolyte recirculation in electrochem- ¥4 = (k3 + 21)ya = k3y10 — 73v6
ical reactohr ope(ra)tionhis r?doptetlzll for one or m(;re of the re(ag—) vs = (kiy, +&3)ys — ki ve — k3vs
sons, such as: (a) a high overall conversion of reactant,; el s N w L Ry s
high degree of flexibility regarding the amount of reactant Y8 = ~ ‘174 kmys+ (km + 73 +Kg)ve —kgynn - (22)
charge to the reactor; (c) when coupled electrochemical re- y7 = 17y7 — 75 Y9
action and slow chemical reaction occur, large holding vol- . _ ok

. K . . V8= my V8 my Y9

umes are required to achieve the desired degree of chemical
transformation. The simplifying assumptions made regarding Y9 = —71¥7 — kmy¥8 + (kmy + 72)70
kinetics, mechanisms and transport properties are the same %10 = tiy10 —
in previous analysis. The model system is that of batch elec- | y .
trochemical reactor with the recirculation of product stream Y11= ~T1Y10+ To¥11
back to the reactor through a continuous stirred tank reactorjth houndary conditions:
to achieve a high overall conversion of reactant. The dimen-

5Y11

sionless component material balance equations for this typeyi(1) =0, wherei=1,...,10 and y11(1)=10
of system are: (23)
X s * —_— . . . . .
X1 =13 —x1) The control variable is expressed in terms of state and adjoint
K2 = ki, (x3 — x2) — kjx2 variables as:
k _
X3 = _kF“nA (x3 — x2) + r;(xl — x3) E(r) = |:011 10%2(y2 V5):| (24)
. o . (1 —a2)f L ookzyxs(ys — v5)
X4 = —kax4+ 77(X6 — X . . R .
4 3%+ 116 — xa) The Hamiltonian derivative of the system is:
X5 = kjx2 — kx5 — kg, (x5 — x6) oH
k7 = T} (xg — x7) Fig. 1b shows the optimal electrode potential-time profiles
obtained by the above computational metheid. 3a and 3b
xg = —km, (xs — x9) + k3x5 compares the concentrations of the reactant and products ob-

tained by dynamic optimization with the traditional operating
mode of batch electrochemical reactors, i.e. constant voltage.
x10 = 77 (%11 — Xx10) + k3x4 Itis clear that the concentration of desired product at the end
of batch time under different mass-transport conditions are
superior in case of electrolyte recirculatidrable 1lists the
Here o = /71, T = 1t/72, 1= Vmlg, ©2=VRlq; q is the resultant dimensionless concentrations of the desired and un-

volumetric flow rate of the reticulating electrolyté; andVm desired species at.the er_1d of bgtch period for all the four cases
are the volumes of electrochemical reactor and stirred tank, of batch—batch with recirculation and steady control of these
respectively. The objective here is to determine optimal time- r€ctor system.

the listed material balance equations: by the optimal potential control of batch electrochemical re-

actor, with recirculation of electrolyte through a continuously
Jo[E(r)] = x11(2) (20) stirred tank reactor. Regardless of the valulgtthis system

X9 =k, (x8 — x9) + 75(x7 — x9)

x11 = 75(x10 — X12) + k3X6
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Table 1
Dimensionless concentrations of the desired and undesired products at the end of the batch period for the best steady potential and optimglgtentiaty
operations in Batch and Batch with electrolyte recirculation processes at various mass transport limits

km Batch electrochemical reactor Batch with electrolyte recirculation
Static control Dynamic control Static control Dynamic control
XD Xy XD Xy XD Xy XD Xy
10000 047 045 058 025 047 043 063 023
1000 030 042 051 Q016 031 037 054 013
100 Q25 031 047 015 032 034 051 012
1 0.18 0.24 040 Q12 019 028 048 Q10

produces the concentration of D always greater than that of U.through the use of optimal control policy. But the production
Itis because of the reactor configuration and time-varying po- is lowered due to the continuous growth of diffusion layer.
tential that favors the decomposition of the intermediate to the Thus, the electron-transfer step is more pronounced than the
desired product while keeping the undesired electro reductionchemical step. In contrast, under steady-potential control, itis
of Ito U, low. Of course, the same trend is also aimed in batch not possible to restrict the formation of U, and its concentra-
electrochemical reactor without electrolyte recirculation tion continues to increase by consuming I, which otherwise
could have been used to form the desired product D. Obvi-
ously, the production rate of the desired product D decreases
for all the cases with increasing mass-transfer resistance.

It is only the electrochemical reactor, where we can have
a direct control over the reaction velocities, unlike chemical
kinetics. Even though, the analogous optimum temperature
8 progression in chemical reactor can have some control over
— reaction rate, it has been recognized that reaction rates and
b selectivities control in ordinary chemical reactors are not sig-
nificantly affected as in electrochemical industry. Because the
large thermal inertia associated with the reactor wall, catalyst
1 v support, and solvent can notably dampen temperature fluctu-
o ations. But the potential or current modulation is particularly
sensitive to electro-organic reactiotsg. 4 illustrates the

0.6

Dimensionless Concentration

0.010

0.4 0.6 0.8 1.0 Batch

(a) Dimensionless Time, t/t f m— Batch with

0.008 recirculation

——C,

0.006

Reaction Rate

0.004

0.002

Dimensionless Concentration

Demensionless Time, t/tf

b Dimensionless Time, t/t . . . . .
®) fmenst tme. H g Fig. 4. Representation of the general shape of the electrochemical reaction

rate curve for E-C, E reaction mechanism in the two reactor systéjyiRafe
Fig. 3. Dimensionless concentration profiles obtained during the batch pe- of disappearance of the reactant &) tate of appearance and disappearance
riod on applying the (a) best steady potential, and (b) optimal time-varying of the intermediate I;4) rate of appearance of the undesired productd);
potential in batch electrochemical reactor with electrolyte recirculation. rate of appearance of the desired product D.
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qualitative nature of the two reaction velocities for the E-C, E tems, and hence, it is logical to strive for an increase in re-
reaction scheme under kinetic control. This representation isactant conversion to the desired product via precise optimal
very much important, as the decision of choosing the best re-control policy. In this manner, this paper addresses a dynamic
actor system solely depends on the reaction rate curve. Also,optimization approach, that takes into account, the surface
itis clear from the figure, that the rate of formation of Dis su- concentration changes during the electrochemical process.
perior for the case of reactor with recirculation system. Based In order to obtain solutions with adequate accuracy, efficient
on the nature of the decomposition rate of the reactant A, the ODESs solvers are used in the solution of the state and adjoint
other possible reactor system for the reaction scheme can besystem equations. These results are hopeful and put forward
decided and worked out for the maximum production of D. the use ofthis methodology to other reactor—reaction systems.
The computational difficulty becomes even more pro-

nounced when reactor with recirculation system is consid-
ered. Matlab numerical IVP and BVP solvers control the Acknowledgements
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